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Overview

Active Object Detection(AOD)
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» Detect the bounding box of the active object which is undergoing state-change

 For example: “carrot undergoing cutting”, “pot undergoing cleaning”




Motivation

Main Challenges of AOD
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(1) The large intra-class visual appearance variance for the same object under state changes
e.g., carrot can be ‘cutting using a knife’, ‘breaking by hands’ or ‘making into juice’

(2) The subtle visual changes between the instance undergoing state-change or not
e.g., multiple distracting no-change instances of the same category

1. cutting using a knife ,'

2. breaking by hands

3. making into juice

(1)Diverse interactions and large intra-class variance  (2)Subtle visual difference and multiple distractors
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Contributions

(1) Introduce a Knowledge Aggregator that incorporates three-fold commonsense:
plausible semantic interactions, fine-grained visual and spatial priors

(2) To avoid the extra input at inference, propose a Teacher-Student Knowledge Distillation strategy

(3) Our proposed framework achieves state-of-the-art performance on four datasets

1. cutting using a knife ,'

2. breaking by hands

3. making into juice

(1)Diverse interactions and large intra-class variance  (2)Subtle visual difference and multiple distractors
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Proposed Method: KAD
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Framework

Vision Based Detector (Student): to detect active object without extra inputs, introduce a Transformer Detector

Knowledge Aggregator: to collect the semantic-aware, visual-assisted and spatial-sensitive knowledge, large
models(GPT and Diffusion Models) and Attentive Fusion module

Knowledge-Enhance Detector(Teacher): to enrich the detection process with pertinent priors linked to active
objects, a Transformer Decoder and a Detection Head

Learnable Queries Vision Based Detector
Active Object: Carrot Q. € R mxd -
. inal
Student Results
Visual Encoded Features Student Candidates Detection
Encod ' T | Decod D d — [xy,w,h]
ncoaer E € R HXW)xd ecoder 0, E R Head &
3Possible Interactions e Generated Images share distill sh%re distill
g Diffusion | " : H ‘ : 4
a carrot is K Model :
cutting using ‘ Teacher 0 € Rlx‘i Detectlon X ;W' h
a knife : : . Decoder Teacher = Head ’ 1. za'chér
Semantic v Attentlve V'sual é Candldates ...................................... Results
priors | || |[ }--»  Fusion DDD Priors {0, € R1xd
i
SO — T AU S o) Oy
Knowledge Aggregator Knowledge-Enhanced Detector




Proposed Method: KAD
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KAD: Knowledge Aggregator

« Approach:
« Generate. Semantic(Interactions by GPT), Vision(Images by Diffusion Models) ,Spatial(gt bbox)
« Fuse fuse the triple priors with attention layer

« construct triple complementary priors to guided the model to distinguish where to pay more attention.

Prompt: describe 10 interaction descriptions of [object]

’ —ﬂ{s undergoing state change (including tools)

1. Carrot is being washed using a faucet.

+ Possible Interactions Generated Images

P Diffusion | "~ i
%.. acarrotis |} 6 Model

cutting using

. Carrot is being peeled using a peeler.
. Carrot is being sliced using a knife.

JEPSaT . Carrot is being grated using a grater.
Attentive e . Carrot is being boiled using a pot.
e s St . Carrot is being roasted using an oven.
’ o:':v'ed :;D ....................................................... . Carrot is being pureed using a blender.
n ge regator

Carrot is being juiced using a juicer.

2
3
4
Semantic Y A ; : ° . . .
Priors  [_][][}-» Fusion |q..[TJ[TJ[] Priors 6. Carrot is being steamed using a steamer.

' 7
8
9.
10.Carrot is being fermented using a fermentation jar and salt.

Attentive Fusion:
T = pool(sel fattn([(t1, t2, ..., t})

XA (Ef)
@ &

)) & Rlxdz Generated |nteraCtiOI‘IS Generated Images

6




Proposed Method: MRT

MRT: Knowledge Distillation

« Approach:

« Parameters Sharing. decoder and detection head

« Knowledge Distillation. Feature and Attention Distillation

« Leverage the oracle query to facilitate accurate representation learning

« Allow the student to emulate the ability of teacher to navigate dynamic distractors
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The Overall Objective

e Student model : L, = BCE[S, §i) + A(Lgiou(b: Bz) L ||b - 82”1)
%X 18 5HE

- Teacher model(only train): L) = BCE(s, §:) + A Lgiou(b, Bt) + |6 — 5t||1)

e Overall: L =L, + Ly + aLgistin

Learnable Queries Vision Based Detector
Active Object: Carrot Q, € R mxd ]
: Stud Final
dent Results
Visual Encoded Features Student Candidates ["Detection
Encoder E € R HXW)xd Decoder ?05 € R™¥d| Head —>[X,M;/|/,h]
: Possible Interactions share distill share distill
M Diffusion m(.;-e’nerated Images - 4 H i 4
.. a carrot is H 6 Model : : : :
‘ cutting using 4 Teacher i 0, € 321’“2 Detection X, ;W' K]
a kﬂife - : Decoder Tea;her Head e 'I:(:’a,chelr
Z v Attentive : . 'y Candidates e
Semantic 7 v Vl§ual . Results
Priors DDD. Fusion ,I:l DD Priors {0, € R1xd
;
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State-of-the-art performance on 4 benchmarks

Ego4D Epic-Kitchens
(Daily Activity) (Activity in Kitchens)

MECCANO 100DOH
(Toy Assembly) (Daily Activity) 9




Experiments
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State-of-the-art performance on 4 benchmarks

Ego4dD Epic-Kitchens
] Val-Set
Method Backbone AP AP50 AP7S —_—
CenterNet [37] DLA-34 | 64 1170 6.10 Method Backbone | o \ben” Ap7s
FasterRCNN [23] | ResNet-101 | 134 25.6 125 DETR[1] e Na50 |04 157 101
100DOH-model [25] | ResNet-101 | 107 20.6  10.1 ‘ : '
KAD ResNet-50 | 30.2  30.1 _ 22.5
DETR [1] ResNet-50 | 155 328  13.0 —KADlours) = |
KAD(ours) ResNet-50 | 314 34.6 289 InternVideo[31] U“g‘zﬁl“ff}‘ ;g"; gg;’ ;;(2)
. Uniformer-L | 24.8 442 24.0 : ' ' :
, KAD Swin-L | 352 441 325
InternVideo[31] Swin.L 364 565 376 | (ours) win |
[ KAD(ours) Swin-L | 40.5 60.6  41.9]
100DOH MECCANO
Method Backbone | AP75 AP50 AP25
100DOH-model [25] | ResNet-101 | 28.5 470  51.8 Method Backbone | AP75 APS50 AP25
PPDM[17] DLA-34 | 269 458 53.0 100DOH-model [25] | ResNet-101 | - 202 -
SH‘{/”:_“S[]()] e Seq-Voting[9] | ResNet-101 | 13.0 263 349
eq-Voting esNet- 299 53.0 .
[ KAD(ours) ResNet-101 | 312 539 589 | KAD(ours) ResNet-101 | 144 288 362
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Experiments

Ablation Study of priors

» Each type of prior shows a performance gain.

« Combining the priors achieves the best results.

AP AP5S0 AP75

No. Knowledge
1 VBD(baseline) 359 558 36.9
2 VBD+visual 36.0 566 37.2
3 VBD+semantic 36.5 57.1 37.1
+ VBD+spatial 36.1 568 37.0
3 VBD-+spatial+semantic 379 58.1 38.3
6 VBD+visual+semantic 39.8 593 40.0
7 VBD+visual+spatial 385 58.0 385
8 | VBD+spatial+semantic+visual | 40.5 60.6 41.9
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Experiments
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Ablation Study of distillations

potential of leveraging feature distillation to foster the acquisition of detection capabilities by
the student model (Vision-Based Detector) from the teacher model (Knowledge-Enhanced
Detector).

synergistic potential of comprehensive distillation strategies that not only align features but also

bridge the gap between attentions.

No. Distillation AP AP5S0 AP7T5

VBD 359 558 36.9
VBD w emb 38.3 59.3 41.2
VBD w emb&atin | 40.5 60.6 41.9
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Experiments

Ablation Study of number of generated priors
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« the scene of a state change of an object may be diverse, so diverse descriptions and images are

necessary.

« When the number of generated priors is large, it can bring more improvement

No. | Number of descriptions | AP AP50 AP75 No. | Number of generated images | AP  AP50 AP75
1 No-description 373 578 377 1 No-image 379 358.1 38.3
2 1-description 375 579 377 2 l-image 38.1 582 384
3 10-descriptions 405 606 419 3 10-images 395 387 3.1

4 100-images 40.5 606 419
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Experiments

Ablation Study of aggregation approaches
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« Attentive operation has brought about 1.3% improvement on AP, which shows adaptive selection

contributes to AOD.

No. | method AP AP50 AP75
| max 302 595 39.6
2 avg 39.1 59.2 39.7
3 attentive | 40.5 60.6 41.9
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Visual analysis

* The incorporation of related priors to active objects, effectively guides the detection process towards active objects.

(a) active object: carrot. (b) active object: food.

. previous best methods (InternVideo), Red: ours, Green: ground-truth 15
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Attention Map Visualization

* introduce prior knowledge of the active object to guide the model in inferring and locating the active object by
analyzing potential interactions

(a) InternVideo Attention Map (b) Our Attention Map

(c) Detection Results.

Attention Map: colors from blue to red means the attention from less to more 16
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